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Prediction

 Once we have characterized the trend and
the cycle of a variables we can use this
iInformation to different purposes.

 Itis possible to draw some economic
conclusions (persistence, unit root
consequences...)

* It Is also possible to predict the future
values of the series.



Persistence

« Half-life is the time required for a quantity
to reduce to half its initial value.

* |t was initially used in Physics, but this
concept can also be used in Economics.

A commonly used measurement is:
H| = In(05)
In(p)




Unit Root

* In some situations the presence of a unit
root may invalidate some economic
restrictions.

* This Is the case of the purchasing power
parity or the Fisher effect

e Then, if we may reject the unit root null
hypothesis Iin real exchange rate or in the
real interest rate, these economic
restrictions hold.



Prediction

 We can use the ARIMA information In
order to predict the future values of a
variable.

e To that end, we need a sample size (T), to
determine the number of periods ahead
we want to predict (m) and the set of
available information (3+)



Prediction

* Then, it can be proved that the best
predictor can be stated as follows:

yr(m) = E(Y1+m|ST1)

* Where the set of information is composed
by all the observavions of the variable (y;,

..., Y1) and also by all the perturbations
(i 1 o\



Prediction

* Imagine we have an AR(1) and we need to
predict the future value of the period T+1.

* Then, the best predictor is the following
one:

Vr(1) = EQr44|37) =

E(01yr + 6 + uri4|37) = E(01y7S7) + 6 +

EQur1|S7) = 01yr +6+0=¢,y7 + 6

* |f the parameters are unknown, we should
substitute them by appropriate consistent



Prediction

* Now, let us imagine that we have an
MA(1). Then, the best predictor is the
following one:

Yr(1) = EYr41[37)
=E(8 +uryq + 61ur [S7)
=6+ E(uryq|S7) + E(O1ur|3r)
=0+0+4+0ur =06 + 06 ur

* Again, the unknown values should be
substituted by appropriate estimators




Prediction Error

In order to assess the goodness of the
prediction, we should take into account the
prediction error. This is defined as follows:

er(m) = Jrym — Yr(m)
And, assuming that the classical hypotheses
hold, it can be proved that:
er(m)




Prediction Error

For those cases where it is not possible the
use of a linear estimation (presence of MA
component), then it is easy to prove that:

er(m) A

Jvarler(m)]

Then, we can use this result asymptotically
and substitute the unknown parameters by
their corresponding consistent estimators.

S
>N (0,1)




Prediction Error

For an AR(1), we have that:
If m=1
er(1) = yryq1 — yr(1)
=6+ ¢1yr +ury; — (6 + d1y7)
= UT41
Consequently, it can be proved that:

Varler(1)] = Var(urs1)



Prediction Error. AR(1)
If m= 2

varler(2)| = yri2 — Y7(2)
=0+ P1Yr41 T UTyo — (5 + ¢1?T(1))
= Uryz + P1Y7141 — G197 (1)
= Urip + G1|yr41 — Y (D]
= Uryp + PrlUryq




Prediction Error. AR(1)

Then, the variance of the prediction error is

varler(2)| = var(uryz + ¢rursq)
= var(uryz) + var(p1uryq)
+ 2¢1cov(Uryp,Uryq) = 0% + PF07
= (1+ ¢7)o”



Prediction Error. MA(1)

For a MA(1), we have that:
If m=1

er(1) = yrye1 — Yr(1)
=6 + Urqq + O1ur — (6 + O1ur) = Upyq

Consequently, it can be proved that:

Varler(1)] = Var(uriq)



Prediction Error. MA(1)
If m= 2

er(2) = yri2 — Y7 (2)
=6 + Uryp + O1uryq — (6)
= U4y + O1Ur4q



Prediction Error. MA(1)

Then, the variance of the prediction error is

varler(2)| = var(ury, + O1uryq)
= var(ur4,) + var(01uryq)
+ 20,co0v(Upyy, Ursq) = 0% + 0% 072
= (1+ 8%)c?



Forecast accuracy

We dispose some statistics which can help
us to assess the goodness of the prediction
fit.

The most popular ones are MSE and the
Theil’'s U.




Forecast accuracy. MSE

MSE measures the average prediction error
of a model.

?;1 eT(i)Z

m

MSE =

Alternatively, we can also use the MAE
m "
i=1|eT(1)|

m

MAE =



